
Environ Resource Econ (2011) 50:83–110
DOI 10.1007/s10640-011-9463-0

A Joint Latent-Class Model: Combining Likert-Scale
Preference Statements With Choice Data to Harvest
Preference Heterogeneity

William S. Breffle · Edward R. Morey ·
Jennifer A. Thacher

Accepted: 26 February 2011 / Published online: 30 March 2011
© Springer Science+Business Media B.V. 2011

Abstract In addition to choice questions (revealed and stated choices), preference surveys
typically include other questions that provide information about preferences. Preference-
statement data include questions on the importance of different attributes of a good or the
extent of agreement with a particular statement. The intent of this paper is to model and
jointly estimate preference heterogeneity using stated-preference choice data and preference-
statement data. The starting point for this analysis is the belief that the individual has pref-
erences, and both his/her choices and preference statements are manifestations of those
preferences. Our modeling contribution is linking the choice data and preference-statement
data in a latent-class framework. Estimation is straightforward using the E-M algorithm, even
though our model has hundreds of preference parameters. Our estimates demonstrate that: (1)
within a preference class, the importance anglers associate with different Green Bay site char-
acteristics is in accordance with their responses to the preference statements; (2) estimated
across-class utility parameters for fishing Green Bay are affected by the preference-statement
data; (3) estimated across-class preference-statement response probabilities are affected by
the inclusion of the choice data; and (4) both data sets influence the number of classes and
the probability of belonging to a class as a function of the individual’s type.
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Abbreviations
E-M algorithm Expectation-maximization algorithm
WTP Willingness-to-pay
FCA Fish consumption advisory
MWTP Marginal willingness-to-pay
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1 Introduction

The viewpoint underlying this paper is that heterogeneity in preferences is important and
should be fully explored using all of the available data. If possible, the extent of hetero-
geneity should be determined and used to identify and explain similarities and differences
between the preferences of individuals.

We pursue a latent-class approach to heterogeneity: there is a finite number of preference
classes, and class membership is latent or unobserved from the researcher’s perspective.
With latent-class models, while the individual knows his/her preferences, the task of the
researcher is to estimate the number of classes of preferences and the probability that an
individual belongs to a specific class. The goal of this paper is to develop a model of prefer-
ence heterogeneity that helps predict why an individual is more or less likely to belong to a
particular preference class.

We believe that exploring heterogeneity using latent-class techniques is important for a
number of reasons. First, the exposition of heterogeneity can help policymakers, lawyers, and
judges understand the concept of WTP and economic valuation. Understanding and policy
making is further enhanced if the researcher can show how preferences differ systematically
among individuals with observable characteristics. For example, showing that lower-income
individuals are more likely to belong to preference class x and women rarely belong to pref-
erence class y can help policy makers have faith in WTP estimates.1 Second, identifying
heterogeneity can help generate acceptance of WTP estimates from the public. For example,
if an individual knows that his/her WTP for PCB removal is $50, he/she may reject an esti-
mate of WTP of $10. On the other hand, suppose the researcher explains that three preference
classes dealing with PCB removal have been identified: a class like this individual who is
willing to pay $50, a smaller class willing to pay $100, and, the majority, a class that will pay
nothing. In this case, the individual can understand that average WTP is $10 even though it
differs from his/her own WTP. Finally, even if heterogeneity cannot be explained, there is
something to be said for mapping its scope. There is joy in knowing we are not all the same,
but that your preferences are more like hers than his.

Our model is motivated by the intent to use all the data collected in a survey: both tradi-
tional choice data and what we call preference-statement data. In addition to choice questions
(revealed and stated choices), preference surveys typically include other questions that pro-
vide information about preferences. A common type of question assesses the importance the

1 Alternatively, one could model preference heterogeneity assuming preferences are continuously distributed,
a random-parameters model, implying no one has exactly the same preferences. We find a finite number of
preferences classes easier to articulate to policy makers.
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individual places on different attributes of a good, providing evidence of the individual’s
preferences towards those attributes. Consider two examples. The first is from our survey of
anglers (Breffle et al. 1999) and the second is from a survey of depressed individuals about
possible treatment side-effects (Thacher et al. 2005):

For the fish you would like to fish for in the waters of Green Bay, how much would
it bother you, if at all, if PCBs resulted in the following fish consumption advisory
(FCA): “Do not eat”?
(1=’Not at all bothersome’,...,5=’Very bothersome’)

How much would little or no interest in sex bother you?
(1=’Not at all’,....,5=’A lot’)

Another type of question describes a strong preference in first-person terms and asks the
extent to which the respondent agrees or disagrees. For example, from a survey of mountain
bikers (Kritzberg and Morey 2008):

I hate trying to keep up with riders faster than me.
(1=’Definitely agree’,....,5=’Definitely disagree’)

In these types of questions the individual chooses a response category. What distinguishes
these questions from conventional choice questions is that the individual is neither choosing
between states of the world, actual or hypothetical (e.g., choice questions or a referendum
contingent valuation question), nor different actions. Rather the individual is choosing his/her
level of agreement with an expression of preference or choosing a response category that
best answers a direct question about that person’s preferences. The response categories in
preference statements are often Likert scales, as in the above examples, but do not have to
be.

The intent of this paper then is to model and estimate preference heterogeneity jointly
with choice data and preference-statement data. Our primitive is that when presented with
different states (actual or hypothetical), an individual chooses the preferred state. When
asked about how he/she feels or would feel about a state, the individual provides an answer
consistent with choices over states. That is, the individual has preferences, and both choices
and preference statements are consistent with those preferences. Calls advocating the use of
preference-statement data and combining choice data with preference-statement data under
this premise go back to McFadden (1986), Ben-Akiva et al. (2002), Boxall and Adamowicz
(2002), and Morikawa et al. (2002). For example, McFadden (1986) notes:

It is common in market research to present the results of conjoint studies, or of
scaling exercises for attitudes or perceptions, as useful direct information on new
products and marketing programs. However, the data from these experiments can
also be treated as added material for the choice theory models traditionally used by
econometricians... More detailed information on preferences, obtained from ratings
or rankings of alternatives and self-explicated scales, can be used to sharpen the
choice model representation.

Ben-Akiva et al. (2002) states,

... indicators [i.e., preference statements] are helpful in model identification and
increase the efficiency of the estimated choice model parameters.
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We start with the assumption that underlying preferences are latent. We assume that there
are C classes or groups of individuals: everyone in the same class has the same underlying
preferences but preferences differ by class. The number of classes and their sizes are esti-
mated. Thus, the latent-class model places few a priori restrictions on the degree or form of
the preference heterogeneity.

The site chosen to demonstrate the model is Green Bay, a large bay on Lake Michigan,
one of the Great Lakes. Green Bay is a much studied site.2 It is heavily fished, has FCAs
in place due to PCB contamination, and was the site of a litigious natural resource damage
assessment.

Two types of preference parameters are estimated: the utility parameters on the site charac-
teristics in a conditional indirect-utility function for fishing Green Bay, and the probabilities
associated with answering level s to preference-question q about fishing on Green Bay. Both
the marginal-utility parameter on site characteristic k (βk|c ) and the probability that an indi-
vidual answers level s to question q (πqs|c ) are conditioned on class. Both are preference
parameters. Recreation-demand modelers are accustomed to assuming parameters on site
characteristics are preference parameters but might not, at first, recognize the πqs|c as pref-
erence parameters. Both types of parameters relate how the underlying preferences convert
into choices: the first case deals with choices over states while the second case deals with
choice of response category given a statement about one’s preferences.

These two types of preference parameters, βk|c and πqs|c , are linked together by the esti-
mated number of classes, C , and the estimated probability that an individual is in class c as
a function of his/her type; individuals of a certain type share a set of characteristics. In our
application, a type is a set of anglers that share the same gender, retirement status, and income
category. The idea is that these characteristics of the individual affect the class-membership
probabilities. The characteristics of fishing Green Bay are the cost of a trip, how long it takes
on average to catch each of the predominant species (perch, salmon, walleye, and bass), and
the FCA level (e.g., “do not eat salmon” and “eat perch no more than once a week”).

We compare a joint model estimated with both the choice data and the preference-
statement data with a model estimated with only the choice data. We use MWTP estimates
to make comparisons both across classes and between models.

Our estimates demonstrate five points. First, within a class, the importance anglers asso-
ciate with the different Green Bay site characteristics is in accordance with their responses
to the preference statements. Second, the across-class heterogeneity in the estimated βk|c is
affected by the inclusion of the preference-statement data. Third, the across-class heteroge-
neity in the estimated πqs|c is affected by the inclusion of the choice data. Fourth, both data
sets influence the number of classes and the probability of belonging to a class as a function
of the individual’s type. Finally, the parameters estimated with the joint data appear more effi-
cient—in the small-sample sense of the word—than estimates based on only the choice data.

This paper makes two contributions to the literature. Our modeling contribution is link-
ing the choice data and preference-statement data in a latent-class framework: as explained
below, each half of our model is increasingly common. Our estimation contribution is show-
ing how our joint model can be easily estimated using the E-M algorithm (Dempster et al.
1977), even though our model has hundreds of preference parameters.

Section 2 provides a brief overview of the Green Bay study site and the type of data that
we are interested in modeling. We then present a general latent-class joint model in Sect. 3
and compare the joint model to two special cases. After outlining the model, we discuss
how the previous literature has combined choice and preference-statement data and how the

2 Timmins and Murdock (2007) is a recent example.
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motivation for combining these two types of data differs from the joint modeling of RP and
SP data. In Sect. 4, we discuss how the E-M algorithm was implemented for this applica-
tion and methods for identifying the number of preference classes. Results are presented in
Sect. 5. In Sect. 6, we discuss some of the benefits of the joint model. Finally, we summarize
the main results of the paper in Sect. 7.

2 Green Bay Application

The target population is active Green Bay anglers who purchase fishing licenses in eight
Wisconsin counties near Green Bay; most Green Bay fishing days are by these anglers. The
sample consists of 640 Green Bay anglers.

Our choice data is SP questions over states of the world: “Would you rather fish Green
Bay under conditions A or B?” (See Fig. 1.)

There were ten survey versions, each with eight choice pairs, so a total of 80 different
choice pairs. Each pair was asked and answered approximately sixty-four times ( 640

10 ). See
Breffle et al. (1999) for a full description of the data.

Each angler also answered the following fifteen preference statements:

• On a scale from 1 to 7 where 1 means “Much Worse” and 7 means “Much Better”, how
do you rate the quality of fishing on the water of Green Bay compared to other places
you fish?

• On a scale from 1 to 5 where 1 means “Not at all Bothersome” and 5 means “Very
Bothersome”, answer the following question. For the fish you would like to fish for in
the waters of Green Bay, how much would it bother you, if at all, if PCBs resulted in the
following fish consumption advisories:

1. Eat not more than one meal a week.
2. Eat not more than one meal a month.
3. Do not eat.

• On a scale from 1 to 5 where 1 means “Strongly Disagree” and 5 means “Strongly Agree”,
how do you feel about each of the following statements about boat launch fees? If you
don’t fish from a boat, please think of the daily boat launch fee as a fee you would have
to pay to fish the waters of Green Bay.

1. I would be willing to pay higher boat launch fees if catch rates were higher on the
waters of Green Bay.

2. I would be willing to pay higher boat launch fees if the fish had no PCB contami-
nation.

• On a scale from 1 to 5 where 1 is “Not at all important” and 5 is “Very Important”, when
you were making your [Green Bay] choices, how important were each of the following?

1. The average catch rate for yellow perch
2. The fish consumption advisory for yellow perch
3. The average catch rate for trout/salmon
4. The fish consumption advisory for trout/salmon
5. The average catch rate for walleye
6. The fish consumption advisory for walleye
7. The average catch rate for smallmouth bass
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Fig. 1 Example choice pair

8. The fish consumption advisory for smallmouth bass
9. Your share of the boat launch fee (or daily access fee if not fishing from a boat)

3 The Latent-Class Joint Model

Assume the population consists of C different preference classes. The researcher observes,
for each individual, three types of data: xi , yi and ti . The matrix xi is the set of individual i ′s

123



A Joint Latent-Class Model 89

answers to the preference statements, where xiqs = 1 if individual i ′s answer to statement q
is level s and 0 otherwise. yi represents individual i ′s choice-data, where yi jh = 1 if individual
i chose alternative j in choice pair h and 0 otherwise. The scalar ti is the individual’s type.

Latent-class models of discrete choice assume that individuals in the same class have the
same preferences. The response patterns of individuals from the same class are more corre-
lated with each other than with individuals in other classes. However, by assumption, once
one has conditioned on class, all responses are independent, both across questions and across
individuals. Put simply, the correlation is completely induced by the latency of class mem-
bership; once one conditions on class, an individual’s answers to all of the choice questions
and preference statements are independent.

If one observes xi , yi , and ti , and assumes each individual’s class is unobserved, for C
classes the likelihood function is:3

L =
∏

i

[
Pr (xi , yi : ti )

]
=

∏

i

⎡

⎣
C∑

c=1

Pr (xi , yi |c) Pr(c : ti )

⎤

⎦ . (1)

Pr (xi , yi |c) is the probability of observing the individual’s responses, conditional on belong-
ing to class c. Pr(c : ti ) is the unconditional probability of belonging to class c as a function
of the individual’s type or the unconditional class-membership probability.

Given the independence induced by conditioning on class, the likelihood function can be
rewritten to account explicitly for the two types of data:

L =
∏

i

[
C∑

c=1

Pr (xi |c) Pr (yi |c) Pr(c : ti )

]
, (2)

where

Pr (xi |c) =
Q∏

q=1

S∏

s=1

(πqs|c )xiqs (3)

and

Pr (yi |c) =
H∏

h=1

J∏

j=1

(Pjh|c )yi jh . (4)

πqs|c is the probability that an individual in class c answers level s to statement q; it is a
response probability. Pjh|c is the probability of choosing alternative j in discrete-choice set
h, conditional on being a member of class c. Each response probability πqs|c is estimated as

a separate parameter subject to the constraint that
S∑

s=1
πqs|c = 1.4

Assume the utility individual i in class c gets from alternative j in pair h follows a random
utility model:

U jhi |c = Vjh|c (•) + ε
jhi

. (5)

Vjh|c (•) is the deterministic quality of the alternative, conditioned on class. It is a function
of the attributes and the βk|c. The Pjh|c specification can be a probit or logit.

3 In what follows, the semicolon denotes as a function of and the symbol | denotes conditional on.
4 As noted in the introduction, the πqs|c are defined as direct preference parameters. Alternatively, one could,
in theory, make the πqs|c a function of some smaller set of more “primitive” preference parameters.
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Maximizing the likelihood function, Eq. 2, with respect to the class-membership prob-
abilities [Pr(c : ti )] and the response probabilities (πqs|c ) leads to the following useful
characterizations of the maximum-likelihood estimates:

Pr(c : ti ) = 1

Nti

∑

t j ∈ti

Pr(c : t j
∣∣x j , y j

)
(6)

and

πqs|c =
∑N

i=1 Pr(c : ti |xi , yi ) xiqs

Pr(c)N
. (7)

Nti is the number of sampled individuals of i ′s type.
∑

t j ∈ti denotes summation over all of

the individuals of i ′s type. Pr(c : t j
∣∣x j , y j

)
is the probability that an individual belongs to

class c as a function of his or her type and conditional on his/her choice data and answers to
the preference-statement questions; it is a conditional class-membership probability.5

Equation 6 simply says the maximum-likelihood estimate of the unconditional probability
of belonging to class c for individuals of a type is the average of the conditional probabilities
for that type. Equation 7 is the estimated number of times individuals in class c answer level
s to statement q divided by the estimated number of individuals in class c; so it is an estimate
of the proportion of times individuals in class c answer level s to statement q . Both Eqs. 6
and 7 are intuitive and what one would expect of the maximum-likelihood estimates.

Bayes’ theorem can be used to derive one more useful relationship:

Pr(c : ti |xi , yi ) = Pr (xi , yi |c) Pr(c : ti )

Pr(xi , yi )

= Pr (xi , yi |c) Pr(c : ti )∑C
c=1 Pr (xi , yi |c) Pr(c : ti )

= Pr(c : ti )
∏Q

q=1

∏S
s=1(πqs|c )xiqs

∏H
h=1

∏J
j=1(Pjhc)

yi jh

∑C
c=1 Pr (xi , yi |c) Pr(c : ti )

. (8)

Equation 8 simply says that the conditional class-membership probability can be expressed
as the probability of an individual’s response pattern as a function of type, divided by the
probability of his/her response pattern without knowledge of type.

The model is completed by specifying Vjh|c as a function of the attributes and the βk|c .
In this application, we assume the following simple linear specification for Vjh|c , based on
the attributes in the choice questions (see Fig. 1):

Vjh|c = βF E E |cFEE + βFC A2|cFCA2 + βFC A3|cFCA3 + ... + βFC A9|c FCA9

+βB ASS|cBASS + βS AL M O N |cSALMON + βP E RC H |cPERCH

+βW AL L EY E |cWALLEYE. (9)

F E E is the fee to fish and FC Ax is level x of the FC A levels. The remaining variables refer
to the average amount of time to catch a particular fish species. S AL M O N , for example,
is the average amount of time to catch a salmon (the reciprocal of the catch rate). In our
application, j = 2: A and B. For this application, we assumed a probit specification for
Pjh|c .

5 Note that the probability of belonging to class c is the sum of the probabilities that each type belongs to
class c.

123



A Joint Latent-Class Model 91

Past research with this data set indicated that gender, retirement status, and income level
(above or below $50,000) are likely to influence the class-membership probabilities. Based
on this, we divided the anglers in the data set into four types: females ( f ), retired males
(rm), working males with income greater than $50,000 (wm > 50), and working males with
income less than $50,000 (wm ≤ 50). The percentage share of each of these four types are
respectively: 18%, 7% 45%, and 30%.

3.1 Special Cases of the Joint Model

For purposes of comparison, consider two sub-models of the joint model: a latent-class
choice-only model and a latent-class preference-statement model.

3.1.1 Latent-Class Choice-Only Model

The likelihood function for the latent-class choice-only model is:

Lchoice =
∏

i

[
C∑

c=1

Pr (yi |c) Pr(c : t)

]
. (10)

It is a function of only the choice data. The preference statements are ignored. The estimates
of the unconditional class-membership probabilities, the number of classes, and the indirect-
utility parameters are those that maximize Eq. 10. The software Latent Choice (Vermunt and
Magidson 2003) has a package for estimating latent-class choice-only models or one can
program the likelihood function in software such as GAUSS (2000) or R (R Development
Core Team 2005). Economic examples of latent-class choice-only models are multiplying
and include Provencher et al. (2002); Greene and Hensher (2003); Scarpa and Thiene (2005);
Scarpa et al. (2005); Kemperman and Timmermans (2006); Colombo and Hanley (2007);
and Patunru et al. (2007).

3.1.2 Latent-Class Preference-Statement Model

The likelihood function for the latent-class preference-statement model is:

L P S =
∏

i

[
C∑

c=1

Pr (xi |c) Pr(c : t)

]
. (11)

It is a function of only the preference statements and ignores the choice data. The estimates
of the unconditional class-membership probabilities, the number of classes, and the response
probabilities are those that maximize Eq. 11. One can estimate latent-class preference-
statement models using the LC Cluster package in Latent Gold (Vermunt and Magidson 2005)
or software such as GAUSS (2000) or R (R Development Core Team 2005). While using
choice data alone is de rigeur in recreation-demand modeling, preference-statement data
are widely used in other fields and increasingly in environmental economics. McCutcheon
(1987) is an early example of a latent-class preference-statement model. Economic examples
include Thacher et al. (2005), Morey et al. (2006), Aldrich et al. (2006), Choi et al. (2007);
Owen and Videras (2007), Morey et al. (2008), and Ward et al. (2008).

Note that if the number of classes is known and if each individual’s class is known, the
maximum-likelihood estimate of each πqs|c is simply the proportion of times individual’s
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in class c answer level s to preference-statement q (Eq. 7).6 So if C is known and and
everyone’s class membership is known, one might reasonably question of the value of a
latent-class preference-statement model. But, neither is known: the number of classes and
the class-membership probabilities must be estimated. Morey et al. (2008) for example, shows
the richness of what can be determined about environmental preferences from a latent-class
preference-statement model.

Economists identify the estimated indirect-utility parameters (the β ′s) as preference
parameters. A question is whether they are the only preference parameters; that is, the only
measures of preference that influence choices and preference responses. If one assumes the
indirect-utility parameter estimates are the only preference parameters, then by assumption,
the response probabilities (the πqs|c ) are not preference parameters unless one makes the
response probabilities a function of the βk|c in the conditional indirect utility for Green Bay.
We do not ascribe to this view and do not make the πqs|c a function of the βk|c . If we did
ascribe to this view, the latent-class preference-statement model would be a reduced-form
economic-model that could be made more structured by making the πqs|c a function of the
βk|c .7

3.1.3 Relationship Between the Three Models

All the parameters in the joint model are jointly determined by both the choice data and
preference-statement data. The theory implies this and the results demonstrate it. As will be
seen in Sect. 5, going from the choice-only model to the joint model changes the estimates of
the indirect-utility parameters and the unconditional class-membership probabilities. Going
from a latent-class preference-statement model to the joint model changes the estimates of
the response probabilities, the unconditional class-membership probabilities, and the number
of classes.

3.2 Comparison to the Literature

3.2.1 Approaches to Combining Choice and Preference-Statement Data

It is important to distinguish our joint model from the latent-class models of Swait and
Sweeney (2000), Boxall and Adamowicz (2002), Owen and Videras (2007), and Patunru et
al. (2007). These models also combine choice data and preference statements but use these
data differently.

Swait and Sweeney (2000) and Boxall and Adamowicz (2002) use responses to preference
statements as exogenous variables, as one might use age to explain observed choices. That is,
they “regress” choice on the responses to an attitudinal questions. This is inconsistent with
our prior that preferences simultaneously determine both choices and the responses to the
preference statements.

Both Owen and Videras (2007) and Patunru et al. (2007) use sequential estimators. Owen
and Videras (2007) estimate a latent-class preference-statement model, then impose each

6 Imagine that one estimates a C class joint model only to determine that the data are best explained by only
one class; that is, one estimates there is no preference heterogeneity. In this case, the πqs|c simplify to πqs
and their estimates are simply the proportion of the sample that answered level s to preference-statement
q. Even in this case of one estimated class, the βk are jointly determined by both the choice data and the
preference-statement data: the result that there is only set of βk is jointly determined by the two types of data.
7 If one followed this path, the βk|c would appear in both parts of the model, making the two parts of the
model more linked. For example, one could make πqs|c for the question about the importance of perch catch
times a function of the β|c on perch catch times. Alternatively, one could make the β|c a function of the πqs|c .
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respondent’s estimated class-membership probabilities from that model on a probit model of
environmental choice. Rather than estimating a latent-class choice-model with these proba-
bilities imposed (the sequential estimator suggested in Morey et al. (2006)), they make the
probability of making an environmental choice a direct function of each respondents class-
membership probabilities. That is, in the second step, they do not estimate a latent-class
choice-model. Patunru et al. (2007) estimate a latent-class preference-statement model, then
deterministically assign each respondent to the class associated with their highest estimated
class-membership probability. A separate choice-model is then estimated for each class, so
class membership is deterministic at the second step.

3.2.2 Motivations for Combining Multiple Sources of Data

Much of the recreation-demand literature on combining data types concerns combining SP
and RP choice-data (e.g., Ben-Akiva and Morikawa 1990; Cameron 1992; Hensher and
Bradley 1993; Adamowicz et al. 1994).8

There are two primary motivations for combining RP and SP data. The first is to introduce
additional variability for an attribute, through inclusion of SP data. The second motivation is
to use RP data to “stabilize” the SP data (Smith 2009). This second motivation for combining
SP and RP choice-data is based on two premises: both data types contain information about
preferences, but one of the types (typically the RP data) is considered a more trustworthy
representation of those preferences. One then wants to use the SP data because it contains
information about preferences, but one also wants to use RP data to discipline the SP data.
Neither adding additional variability nor stabilizing the SP data are the motivation for the
latent-class joint model. In contrast, we assume our SP data and our preference-statement
data are equally reflective of the anglers’ preferences.

4 Methods

4.1 Estimation Methods

It is possible, in theory, to maximize the log-likelihood function (Eq. 2) by searching simul-
taneously over all the model parameters. We do not investigate this traditional method of
estimation. In practice its feasibility will depend on one’s problem: the underlying prefer-
ences and the specifics and extent of the choice and preference-statement data. We chose
the E-M algorithm for estimation because it has worked well for us in simpler latent-class
applications, it is less familiar than the traditional method, and our adaptation of it for joint
data sets should have applicability in other contexts with multiple data types. Our code is
available and can be easily modified in numerous ways.9

The E-M algorithm also maximizes the log-likelihood function but does not do it by simul-
taneously searching over all of the parameters. Put loosely, the E-M algorithm divides the
parameters into two groups, and we begin by specifying starting values for the parameters in
group 1. Then, conditional on the the parameters in group 1, the log-likelihood is maximized
with respect to parameters in group 2. Based on the newly minted parameter estimates for

8 Note that in our application there is no RP data; we combine two types of SP data. That said, the SP choice
component of the joint model could be easily replaced by a RP choice component, or one could add a RP
choice component to the joint model and have a three component model.
9 The code is available at: http://www.colorado.edu/economics/morey/dataset.html.
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group 2, the parameter estimates for group 1 are revised, using Bayes’ theorem. The process
repeats until updating the group 1 parameters based on the most recent group 2 parameters
does not change the group 1 parameters.

Given our data set and model, C classes, and assuming four types of anglers, there are
4(C −1) identified class-membership probabilities: Pr(c : f ), Pr(c : rm), Pr(c : wm > 50),
and Pr(c : wm ≤ 50). There are 13C identified βk|c parameters and 77C identified πqs|c
parameters.10 So, for example, a two-class joint model has 184 parameters and a four-class
model has 368 parameters.

In the context of this application, the E-M algorithm specifies initial numerical starting
values for all of the conditional class-membership probabilities subject to the constraint that
they sum to one:

∑C
c=1 Pr(c : ti |xi , yi ) = 1. Note that each individual is of only one type

and there is a maximum of 640 (xi , yi , ti ) patterns, so there are 640C of these conditional
class-membership probabilities.

Equation 6 is then used calculate the unconditional class-membership probabilities. These
are the maximum-likelihood estimates of the unconditional class-membership probabilities,
conditional on the specified conditional class-membership probabilities. Given the condi-
tional class-membership probabilities, Eq. 7 is used to calculate the 77C identified response-
probability parameters (πqs|c ).

One then uses a search algorithm to find the βk|c parameters that maximize the log-
likelihood function assuming the current Pr(c : t) and πqs|c estimates.11 Equation 8 is then
used to revise the Pr(c : ti |xi , yi ) estimates. This is the end of the first E-M iteration.
E-M iterations are repeated until the Pr(c : ti |xi , yi ) estimates remain stationary and the
log-likelihood function does not increase in value.

Note that in the application, and compared to our experience with traditional estima-
tion, each iteration of the E-M algorithm was slow, but total convergence time was faster:
convergence tended to be smooth and continuous. Different starting values were used to
make sure the global maximum was achieved. The joint model tended to converge more
quickly than the choice-only models, leading us to conjecture that adding the preference-state-
ment component and data to the model made the maximum of the likelihood function more
distinct—adding the preference-statement data weakens multicollinearity, making identifi-
cation of the maximum easier.

4.2 Identifying the Number of Classes

The basic estimation approach is to repeatedly estimate the model for different numbers of
preference classes. Fit criteria are then used to identify the number of classes that best fits
the data.

There is no classical statistical test to determine whether increasing the number of latent
classes significantly improves model fit. A likelihood-ratio test does not exist because the dis-
crete nature of adding a class violates assumptions needed to prove the statistic is chi-squared
distributed (Wedel and Kamakura 2000).

In the economic latent-class literature, the number of classes is almost exclusively chosen
on the basis of information-criteria scores. See, for example, Scarpa and Thiene (2005),
Morey et al. (2006), Kemperman and Timmermans (2006), and Patunru et al. (2007). Every

10 There are fourteen preference statements, each with six levels (including no response), and one statement
with eight levels (including no response).
11 In the E-M literature, Eq. 2 in terms of the current Pr(c : t) and πqs|c is referred to an “expected” likelihood
function. One can use a search algorithm such as Optimum or Maxlik in GAUSS (2000) to maximize it in
terms of the β|c .
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proposed information criterion is increasing in how much the likelihood function increases
when a class is added, and decreasing in the number of additional parameters that result from
adding a class: the improvement in the likelihood function is penalized by a function of the
additional number of parameters. Numerous information criteria have been proposed. See
Akaike (1974), Bozdogan (1987), Hurvich and Tsai (1989), and Schwarz (1978). Information
criteria differ in terms of how the improvement in the likelihood function is expressed, the
form of the penalty function, and whether the criteria is a function of the sample size. One
would like the “best” number of classes to be consistent across the different information cri-
teria, but this is often not the case. Yang and Yang (2007) examine the ability of information
criteria, including those with sample size adjustments, to differentiate between latent-class
models.12

5 Results

In this section we first identify the number of latent classes and assess the fit. We then discuss
results from the best-fitting models for both the joint and choice-only models.

5.1 Number of Classes and Fit

For the Green Bay data set, we estimated models with one through five classes. For each
model we calculated six standard information criteria (AIC3, CAIC, CAIC*, AICC, BIC, and
BIC*). The best fit, and thus number of classes, is identified by the lowest information-criteria
score. While the criteria do not all indicate the same number of classes, taken together, they
suggest four classes for both the joint model and the choice-only model.13

Consider how well our joint model “fits” the data.14 Because there are two types of data
(choice data and preference statements) one can assess the fit in terms of only the choice
data, the preference statements, or simultaneously in terms of both. Here we do all three.

The simplest measure of fit is the percentage of responses that the model correctly pre-
dicts. A individual’s response is defined as correctly predicted if the individual chooses the
response category with the highest estimated probability of being chosen. The 4-class joint
model correctly predicts 59% of the SP choice pairs answered and 31% of the preference
statements. Thus, overall it correctly predicts 40% of all the responses. A random allocation
would correctly predict 50% of the choice pairs, about 20% of the preference statements,
and about 30% of all of the responses. There are two possible issues with this measure

12 Information criteria are not the only way to identify the number of classes, and practice varies across
fields. In education and psychology, the practice is to find the minimum number of classes that adequately
explain the data: first find models with enough classes to produce “good fit” in terms of actual versus pre-
dicted responses—parsimonious models. Information criteria are then used to examine the trade-off between
parsimony and fit.
13 In contrast, estimation of a preference-statement-only model suggests three classes. The choice data sug-
gests more preference heterogeneity than does the preference-statement data, possibly because the specific
fees are explicit in the Green Bay choice pairs.
14 In education and psychology, Pearson and Read-Cressie statistics are often used to examine how well
the model fits the data. These statistics compare the expected and actual frequencies of responses (For-
mann 2003). However, as has been frequently noted (Eid et al. 2003; Yang and Yang 2007), it is prob-
lematic to implement these statistics for survey data because of the problem of sparse data (i.e., the num-
ber of possible response-patterns is large relative to the sample size). In fact, most possible response-
patterns are never observed, meaning that the chi-squared approximation for the Pearson and Read-Cres-
sie statistics will not be valid. Alternate statistical tests have been proposed for the case of binary-response
data (Reiser and Lin 1999; Bartholomew and Leung 2002; Maydeu-Olivares and Joe 2005).
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of fit. First, discrete choice models are probabilistic: one is predicting the percent of time
that an alternative would be chosen if the experiment was replicated many times, not which
alternative is more likely to be chosen (Train 2003). Secondly, this measure of fit ignores
the underlying premise of latent-class modeling that one is estimating a response pattern as
opposed to individual responses.

To examine fit of the preference statements, we ran Pearson chi-square tests on each of
the individual questions, testing the null hypothesis that there is no difference between the
number of observed responses for each level and the expected number of responses for each
level.15 In all cases, we are unable to reject the null hypothesis (p-value ≥ 0.99) that the
number of expected observations in each response category is significantly different from
the number of observed observations. Thus, we conclude that at least for an individual ques-
tion, there is a good fit. Because of the problem of sparse data, we cannot do a chi-square on
all of the preference statements simultaneously.

We also examined how precisely the chosen model assigns respondents to classes. For
each respondent, of the four estimated conditional class-membership probabilities, one is
usually much higher than the other three, and often close to one. For example, the maxi-
mum of the three conditional class-membership probabilities is 90% or greater for 79% of
the sample, and 95% or greater for 72% of the sample. Thus, for a given response pattern,
individuals are predicted to belong to one particular class with a very high probability. This
implies that there are notable differences in classes; in a case of classes that do not vary, one
would expect probabilities closer to 25%.

5.2 The Four-Class Model

Here we report and discuss results for the estimated joint-model. For comparison we also
present results from the estimated choice-only model. As noted earlier, four classes were
identified as providing the best fit for both models. Note that there is nothing in the theory
of latent-class models that requires that the four classes estimated in the choice-only model
correspond in total, or by number, to the four estimated classes in the joint model. That is,
the preferences of anglers in Class x in the choice-only model do not have to correspond to
the preferences of any class, including Class x , in the joint model. The fact that both of these
models have four estimated classes is a result of the data; this is not a restriction imposed on
the model.

5.2.1 The Joint Model

On the basis of a likelihood-ratio test, the null hypothesis that type is not a determinant of the
class-membership probabilities is rejected—preference heterogeneity is explained, in part,
by our four types of anglers.

Table 1 reports the estimated unconditional class-membership probabilities by class and
angler type (Eq. 6). Class 3 is the largest: there is a 37% probability of belong to Class 3.
The class-membership probability for the three other classes is approximately 20% each.

Women are most likely to belong to Class 3. Working men with incomes less than or equal
to $50,000 are twice as likely to be in Class 2 as are working men with higher incomes. How-
ever, one gets the opposite result for Class 4, indicating income is an important determinant

15 For seven of the statements, there were too few observations in the missing category to calculate a valid
Pearson chi-square test. Thus, for purposes of the test, we excluded the no-response category from the Pearson
test.
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Table 1 Estimated unconditional class-membership probabilities (%) by class and by type

Description Class 1 Class 2 Class 3 Class 4

Joint model

Class average 22 19 37 22

Women 28 28 34 10

Working men with income ≤ $50K 21 24 39 16

Working men with income > $50K 19 12 38 30

Retired men 27 24 25 24

Choice-only model

Class average 35 26 13 25

Women 44 19 27 10

Working men with income ≤ $50K 34 43 5 18

Working men with income > $50K 33 18 15 34

Retired men 36 26 3 35

Detail may not sum to 100 due to rounding

of the class-membership probabilities. Women are unlikely to be in Class 4. Retired men are
fairly equally distributed across the four classes, suggesting they are a diverse type.

Tables 2 and 3 report the estimated response-probabilities. Class 1 is most bothered by
FCAs while Class 4 is least bothered. Classes 2 and 3 are fairly similar in the degree to which
they are bothered by FCAs.16 Though similarly bothered by FCAs, members of Class 3 are
estimated to much more strongly agree with the statement “I would be willing to pay higher
boat launch fees if the fish had no PCB contamination:” 62% of Class 3 agree or strongly
agree while 22% of Class 2 agree or strongly agree. The model estimates that 42% of Class 2
strongly disagrees with paying a higher fee, whereas only 4% of Class 3 strongly disagrees.
Class 2 is estimated to place substantially more importance on the fee than the other classes.

These differences between Classes 2 and 3 in terms of propensity to pay is consistent with
the class-membership estimate that low-income working males are twice as likely to be in
Class 2 as are high-income working-males; in other words, poorer anglers are more likely to
be in Class 2.17 Members of Class 1 have the highest estimated agreement with the statement
“I would be willing to pay higher boat launch fees if the fish had no PCB contamination.”
Summarizing, the estimated response-probabilities suggest that Class 1 will have the high-
est WTP for reducing PCB contamination, Class 3 lower estimates, and Class 2 even lower
estimates than Class 3. We expect this even though members of Class 2 are estimated to be
as bothered by FCAs as are members of Class 3.

The estimated response probabilities associated with the importance of the different Green
Bay site characteristics indicate that for Classes 1 and 3, FCA levels are more important than
catch times. This suggests Classes 1 and 3 will be willing to pay more for PCB removal than
for increased catch. For Classes 2 and 4, catch times are generally more important than FCA
levels, suggesting the opposite.

Class 4’s estimated response probabilities stand out in terms of “not at all bothersome,”
“strongly disagree,” and “not at all important”—members of Class 4 are predicted to be much

16 Class 2 is more likely than Class 3 to find an FCA of “eat no more than one meal a week” very bothersome
but less likely than Class 3 to find “do not eat” very bothersome.
17 Class 3 is also estimated to be more likely to agree with paying higher fees for higher catch rates.
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 Class 1  Class 2

 Class 3 Class 4

(a) (b)

(c) (d)

Fig. 2 Per-Trip MWTP by Class—bar is hatched if estimated attribute parameter is not significantly different
from zero

more likely than the other classes to choose response level 1. “Not at all bothersome” and “not
at all important,” combined with a tendency to “strongly disagree” with having a willingness
to pay a higher fee for better attributes, suggests an indifference to Green Bay’s attributes,
or at least to changes in the levels of those attributes. One might expect members of Class
4 to have little or no WTP for improved Green Bay attributes. Consistent with this, Class 4
is estimated to judge Green Bay better, relative to other sites, than do members of the other
classes. Maybe they are content with Green Bay as it is.

Table 4 reports the estimated β|c for the joint model. Figure 2 reports the corresponding
MWTP estimates by class for each of the twelve Green Bay site attributes.18

The MWTP estimates are simply the attribute parameter estimate divided by the negative
of the fee parameter. MWTP usefully summarizes the β estimates because, while across
models, the βk|c estimates are subject to a potential scaling effect, the MWTP estimates are
not.

Note how the estimated fee parameters vary by class; the estimated fee parameter for Class
2 is many times larger (in absolute value) than the other estimated fee parameters, indicating
that Class 2 is much more sensitive to money. This is consistent with the message conveyed

18 Note that Fig. 2 reports Classes 1 and 3 using the same income scale, and a different income scale for
Classes 2 and 4. A cross-hatched bar indicates the attribute parameter estimate is not significantly different
from zero.
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by the estimated response probabilities and the estimate that low-income working males are
twice as likely to be in this class as are high-income working males.

The FCA marginal-utility parameters for Classes 1 and 3 are all negative, significant, and
strictly monotonic in the FCA levels. They are larger (in absolute value) for Class 1. Corre-
spondingly, the MWTP estimates reported in Fig. 2 are higher for Class 1 than for Class 3
because of the larger FCA parameters and the smaller fee parameter.

For Class 2, the estimated indirect-utility parameters on FCA levels are significantly neg-
ative and monotonic for the three highest FCA levels, but smaller in absolute values than
the corresponding Class 3 parameters. These estimates, combined with the large negative fee
parameter for Class 2 translate into MWTP estimates that are positive but small, a few dollars
at most. This result is consistent with the response-probability estimates and the estimate that
lower-income males are more likely to be members of Class 2.

For Class 4, only one of the indirect-utility parameters on FCAs is significantly different
from zero—the one significant estimate is positive—meaning that one cannot reject the null
hypothesis that members of Class 4 have zero WTP to eliminate PCBs and their correspond-
ing FCAs. Again, this is consistent with the Class 4 story in terms of the estimated response
probabilities. Women are unlikely to belong to Class 4, implying that the vast majority of
women, unlike men, have a positive WTP for reducing PCB contamination. This finding
is consistent with numerous studies that have found that women have higher WTP for an
environmental improvement if the improvement is a reduction in a health risk, particularly a
risk to children (e.g., Dupont 2004).

The catch-time parameters are negative and significant for all four classes—catching fish
faster is good.19 In terms of catch, Class 3 cares most about perch; estimated βP E RC H |3 is
twice the absolute value of the other perch parameters in the other classes. A big difference
in catch-time parameters is not found across classes for the other three species.

As suggested by the response-probability estimates, the Class 1 and Class 3 MWTP esti-
mates to reduce FCA levels are much larger than their MWTP estimates for reducing catch
times; for Classes 2 and 4 they are much smaller.

Table 5 reports the predicted average response level by class for each of the preference
statements.

Summarizing the joint model, the estimated utility parameters, response probabilities,
and class-membership probabilities are in accordance. Furthermore, the model indicates an
extensive amount of heterogeneity across the four estimated classes in terms of the MWTP
estimates, responses to the preference-statement questions, and who belongs to the different
classes.

5.2.2 Comparison with the Choice-Only Model

To distinguish results from the joint and choice-only models, we denote the choice-only
classes as 1C , 2C , etc. and the joint classes as 1J , 2J , etc.

From Table 1, note that the sizes of the four classes and the class-membership probabilities
by type are quite different in the choice-only and joint models: Class 1C is much larger than
Class 1J . Class 3C is much smaller than Class 3J . In the joint model, retired men were spread
approximately evenly across the four classes; in the choice-only model, they are unlikely to

19 Because the average real perch catch time is low (0.75 h), all perch catch-time parameters reported in the
paper represent the marginal utility of a change of one-tenth of an hour (i.e., 6 min). The notion of a change
in perch catch times of an hour is much too large and is counter-factual. Average real catch times for the other
three species average multiple hours, so the marginal utilities for these species correspond to a change in catch
time of 1 h.
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Table 5 Joint model: predicted average response level, by class, for preference statements

Class 1 Class 2 Class 3 Class 4

Amount bothered statementsa

FCA of eat no more than one meal/week 4.08 2.97 2.89 2.16

FCA of eat no more than one meal/month 4.55 3.37 3.84 2.70

Do-not-eat FCA 4.89 3.93 4.64 3.43

Agreement statementsb

WTP for higher catch rates 3.19 1.76 3.26 2.72

WTP for no PCB contamination 4.19 2.37 3.66 2.75

Importance statementsc

Catch rate: perch 3.48 3.71 3.90 2.87

FCA: perch 4.65 3.91 3.87 2.33

Catch rate: trout/salmon 3.09 2.99 2.57 2.56

FCA: trout/salmon 4.44 3.40 2.71 2.23

Catch rate: walleye 3.49 3.83 3.55 3.15

FCA: walleye 4.68 4.17 3.56 2.50

Catch rate: bass 3.36 3.32 2.98 2.82

FCA: bass 4.44 3.32 2.60 1.66

Fee 2.69 4.13 2.89 2.85

Comparison statementd

Green Bay compared to other sites 3.97 3.37 3.68 4.10

Calculated by multiplying each predicted response probability to the corresponding Likert level. The full
wording of the statements can be found beginning on Page 7
a Scale: 1 = Not at All,…, 5 = Very Bothersome
b Scale: 1 = Strongly Disagree,…, 5 = Strongly Agree
c Scale: 1 = Not at All Important,…, 5 = Very Important
d Scale: 1 = Much Worse,…, 7 = Much Better

be in Class 3C , and most likely to be in Classes 1C or 4C . Women are much more likely to
belong to Class 1C than in 1J . The joint-model finding that working men with incomes of
$50,000 or lower are much more likely to be members of Class 2J remains in the choice-only
model.

The fact that the class-membership probabilities are different raises the question of how
much the preferences of members of the choice-only classes line up, if at all, with the prefer-
ences of members of the joint classes. Table 6 reports the estimated β|c for the choice-only
model, and Fig. 2 shows the corresponding MWTP estimates by class for each of the twelve
Green Bay site attributes. Put simply, the qualitative description of Classes 1 and 3 remains
the same in the joint and choice-only models. However, the estimate parameters on the Green
Bay attributes are smaller in absolute value in the choice-only model; this reduces all of the
Class 1 and Class 3 MWTP estimates (see Fig. 2).

Whereas the parameter estimates indicate that reduced catch times and lower FCA levels
make members of Class 4C better off, the estimated parameter on fee is positive and signif-
icant. Interpreted literally, this would mean that, ceteris paribus, a higher fee is preferred,
and anglers in Class 4C would pay to increase FCAs. More likely, the choice data, by itself,
suggests that members of Class 4C attach little importance to the fee magnitudes in the choice
pairs (pushing their estimated fee parameter to zero). This, combined with an incorrect belief
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that a higher fee implies better quality in terms of some unmentioned attribute, pushes the
fee parameter positive, a rejection of the scenario.20 Of interest is that the parameter on fee
in Class 4 is significantly negative when the preference-statement data are added in the joint
model; this indicates that the preference-statement data are “disciplining” the estimate of
the fee parameter. We do not report MWTP estimates for Class 4C ; it is unlikely that the
estimated attribute parameter divided by the negative of the estimated positive fee parameter
is an estimate of MWTP—it is difficult to imagine that the members of Class 4C would pay
for increased FCAs given their estimated negative and significant parameters on the different
FCA levels. Similar to Class 2J , Class 2C MWTP estimates for catch are less than a dollar.

Summarizing, the joint model estimates positive MWTP to eliminate high-level FCAs
for Class 2J . The choice-only model, however, basically says this class has no WTP for
eliminating FCAs. In terms of the choice-only model, Classes 2 and 4 look similar, but they
look quite different in terms of the joint model.

6 Benefits of the Joint Model

Historically, preference-statement data have been collected in recreation-demand surveys
whose primary intent was to collect choice data. The justification for including preference-
statement questions was often to focus and “warm-up” the respondent for the upcoming
choice questions. We, and others, often used them only retrospectively (Lynne and Rola
1988; Breffle and Rowe 2002; Johnson et al. 2003), particularly in applications for policy or
litigation. A model was estimated using only the choice data, often a model difficult for the
client to comprehend, and then the response questions were used to show that the predic-
tions of the choice model were consistent with what the respondents said was important. The
underlying premise was that the same underlying preferences dictate both the individual’s
choices and their responses to questions about their preferences.

The joint model is consistent with this tradition but integrates the preference-statement
data into the model to obtain better estimates of the individuals’ preferences. Our motivation
is a use-all-the-data approach to achieve increased small-sample efficiency.

One must be careful when discussing efficiency gains from combining data sources, even
if one assumes, as we have, a single set of preferences generates both types of data. Maxi-
mum likelihood estimates are, in general, asymptotically efficient but typically not efficient
in small samples, and no claim will be made that our estimates are the most efficient from a
small-sample perspective.

The implications of maximum likelihood estimation for combining choice data and
preference-statement data are as follows. If there is no interest in the parameters that appear
only in the preference-statement part of the likelihood function, the joint model has no
asymptotic-efficiency advantage over a model estimated with only choice data; one can-
not asymptotically improve on asymptotic efficiency. Nevertheless, the joint estimates are
small-sample more efficient (not most efficient) than the estimates based on only choice data.
Paraphrasing Ben-Akiva et al. (2002), the responses to preferences statements contain infor-
mation and thus potentially provide for increased efficiency in the estimation of the number
of classes, the class-membership probabilities, and the utility parameters in the class-specific
conditional indirect utility functions. Paraphrasing Morikawa et al. (2002), if a parameter is
shared by the choice model and the preference-statement model, joint estimation of the two

20 In latent-class models, particularly those with more than a few classes, there will often be at least one
class that violates the standard assumptions of neoclassical demand theory - subsets of the sample that choose
strangely are par for the course. This is valuable information, but some might find it disconcerting.
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models improves statistical efficiency. Both mean small-sample efficient, but that is never
made explicit. Assuming the estimates are unbiased, small-sample more efficient simply
means smaller estimated standard errors.

The estimated joint model indicates that the choices in the Green Bay choice pairs and the
responses to the preference statements are consistent with the same underlying preferences.
This implies that a model that ignores the preference statements is ignoring useful data about
preferences. It provides an argument in favor of the joint model, suggesting the joint model
has a small-sample efficiency advantage (more good data is better than fewer good data).
That said, we know of no statistical test of our hypothesis of a small-sample efficiency gain.
However, the estimated β|c and their corresponding t statistics indicate that, with the joint
model, one is more likely to reject the null hypothesis that an attribute parameter is zero.

It is true that if one only uses choice data to estimate choices, one will do a better job
predicting the choices in the data set than if one adds preference-statements to the data and
requires some common parameters help explain both the observed choices and responses
to the preference statements. But this point, in our view, is not an argument for excluding
preference-statement data: one would do a better job predicting the Green Bay choices in half
of the choice pairs if one excluded the other half of the choice-pair data from the analysis,
but few would argue for such an exclusion. The principle is the same.

One might argue that since the MWTP estimates for reducing PCBs estimated with only
the choice data are often smaller than the corresponding estimates from the joint model, the
preference-statement data must be biasing upward the MWTP estimates. We do not make
this argument; the fact that adding data changes parameter estimates does not imply that the
original estimates are correct, unless choice data are assumed to be unbiased and preference-
statement data are assumed to be biased.

Given these benefits of the joint model, under what conditions might one report results from
a choice-only model when one has preference-statement data? We believe two conditions
should hold for a researcher to make this decision. First, the researcher must only be interested
in predicting choice and choice heterogeneity, not preferences in a bigger sense of the word.
Second, estimation of a joint model, a choice-only model, and a preference-statement-only
model, indicates significant discord between the choice data and the preference-statement
data. In such a circumstance, one might want to ignore the preference-statement data, but
only after using it to estimate the joint model.

A final benefit of the joint model is that it has a number of useful applications in the
policy arena. For example, it allows us to identify several additional probabilities. Consider
some examples in the context of the Green Bay application. One can identify the proba-
bility of observing the angler’s SP choices as a function of his/her type and conditional on
his/her responses to the preference statements, Pr (yi : ti |xi ). In addition, one can calculate
the probability of observing the angler’s responses to the preference statements as a function
of his/her type and conditional on his SP choices, Pr (xi : ti |yi ). In terms of prediction, these
probabilities will predict behavior with more accuracy than Pr (yi : ti ) and Pr (xi : ti ).

After the joint model is estimated, one can numerically calculate Pr (yi : ti |xi ) and
Pr (xi : ti |yi ) for any xi , yi and ti combination, and for any individual, regardless of whether
that individual is in the sample. So, for example, one could have some new angler report
his/her type and answer the preference-statement questions, and then use Pr (yi : ti |xi ) to
estimate the probability of him/her making a particular Green Bay choice. This will be a
more accurate prediction than the one possible with no knowledge of responses to the pref-
erence statements.

In the survey that produced our data, the preference statements asked were not asked with
the idea of using them to estimate our joint model–our joint model comes many years after

123



A Joint Latent-Class Model 107

the survey was designed and implemented. But now that we have the joint model, we can
imagine preference statements designed to help identify classes based on many different
criteria: classes with the same WTP but for different reasons (you worry about children eat-
ing contaminated fish versus simply worrying about the contaminated fish), protest classes,
classes that are “rejecting the scenario,” and individuals who vote similarly but have different
motivations.21

7 Conclusion

Latent-class choice-only models and latent-class preference-statement models are increas-
ingly appearing in the environmental economics literature. What distinguishes preference
statements from conventional choice questions is that the individual is not choosing between
states of the world but rather choosing a response category that best answers a direct question
about their preferences. Preference-statement data have strengths that complement choice
data. Survey respondents are generally very familiar with preference-statement questions.
Likert-scale questions, a common form for preference statements, allow individuals to indi-
cate intensity of preference and nuances in their preferences. Preference-statement data are
often ignored, however, as it has been unclear how to incorporate preference-statement data
into economic decision making.22 Adding preference-statement data to choice data increases
the richness of the data. It allows for models that are potentially more nuanced than those
obtained from choice data alone.

Our application is to angler preferences over the fishing characteristics of Green Bay,
a large PCB-contaminated fishing site. Each survey respondent answered eight pair-wise
choice questions and fifteen preference statements.

The main contribution of this paper is linking these two data types in a joint latent-class
model. Our joint model is based on the premises that preferences are latent and that both
choice data and preference statements are manifestations of those unobserved preferences.
Estimated parameters are the number of latent classes C , the probability that an individual of
type t belongs to class c, response probabilities for preference statements, and the parame-
ters on the fishing characteristics in the conditional indirect-utility function for fishing Green
Bay. Both the response probabilities and indirect-utility parameters are preference parame-
ters; their estimation is tied together by the estimated number of classes and the estimated
probability that an individual is in class c as a function of his/her type.

Estimation is with the E-M algorithm. Its use allowed us to smoothly estimate joint models
with many classes and hundreds of parameters. While our application combines preference-
statement data with data from SP choice pairs, a third RP choice-component could easily be
added to our joint model, and to our estimation code.

Our intent in joining choice data with preference-statement data is to enhance our pic-
ture of preference heterogeneity both in terms of its extent—why we chose a latent-class
approach—and predicting the individual’s preferences as a function of the characteristics of
the individual. Our sense is that our joint model provides more and better estimates of pref-
erences and their heterogeneity than does a latent-class choice-only model. Of course, views

21 Cunha-e-Sá et al. (2010), in an unpublished paper and citing an earlier version of this paper, investigate
the identification of scenario rejectors in a latent-class model with attitudinal data.
22 As discussed earlier, when preference-statement data are used, they are often used, in our view, incorrectly:
regressing choices on the responses to preference statements, rather than assuming the responses to the pref-
erence statements and the responses to the choice questions are jointly determined by the same underlying
preferences.

123



108 W. S. Breffle et al.

can differ on what is meant by “better.” We argue that they are better in a number of ways.
First, adding the preference-statement data make the estimates more small-sample efficient
(more good data is better than less). Second, in our application the picture of heterogeneity is
clearer. Finally, the addition of the preference-statement data “discipline” the estimated βk|c
in the choice component of the model. By “discipline” we mean estimates are more likely
to be significant and of the correct sign. For example, in the choice-only model one of our
classes has an estimated price coefficient that is positive and significant, but it is negative
and significant in the joint model. Some β|c parameters on site characteristics that in the
choice-only model are not significantly different from zero are significantly different from
zero in the joint model.

Consider some other potential uses of our joint model. One might use it to identify a class
or classes of individuals that are either “rejecting the SP choice scenario” or “protesting.” For
example, a protesting class would have responses to the preference statements that indicate
positive WTP for an environmental improvement, but the choice data indicate WTP is zero.
The preference-statement data could also help to identify classes with similar WTP but for
different reasons. For example, if one had degree-of-agreement statements, “I am bothered
by the PCBs because it is wrong to have unnatural chemical in the environment,” and “I
am bothered by the PCBs because many children and pregnant women eat the contaminated
fish,” one might identify two classes that make similar SP choices, but for different reasons.

References

Adamowicz W, Louviere J, Williams M (1994) Combining revealed and stated preference methods for valuing
environmental amenities. J Environ Econ Manag 26:271–271

Akaike H (1974) A new look at the statistical model identification. IEEE Trans Automat Contr 19:716–723
Aldrich G, Grimsrud K, Thacher J, Kotchen M (2006) Relating environmental attitudes and contingent val-

ues: how robust are methods for identifying heterogeneous groups? Environ Resour Econ doi:10.1007/
s10640-006-9054-7

Bartholomew D, Leung S (2002) A goodness of fit test for sparse 2p contingency tables. Br J Math Stat Psychol
55(1):1–15

Ben-Akiva M, Morikawa T (1990) Estimation of travel demand models from multiple data sources. In: Koshi
M (ed) Transportation and traffic theory. Elsevier, New York

Ben-Akiva M, Walker M, Bernardino A, Gopinath D, Morikawa T, Polydoropoulos A (2002) Integration of
choice and latent variable models. In: Mahmassani H (ed) Perpetual motion: travel behavior research
opportunities and application challenges. Pergamon, Oxford

Boxall P, Adamowicz W (2002) Understanding heterogeneous preferences in random utility models: a latent
class approach. Environ Resour Econ 23(4):421–446

Bozdogan H (1987) Model selection and Akaike’s information criterion (AIC): the general theory and its
analytical extensions. Psychometrika 52:345–370

Breffle W, Morey E, Rowe R, Waldman D, Wytinck S (1999) Recreational fishing damages from fish con-
sumption advisories in the waters of Green Bay. Technical report, Prepared by Stratus Consulting for US
Fish and Wildlife Service

Breffle W, Rowe R (2002) Comparing choice question formats for evaluating natural resource tradeoffs. Land
Econ 78(2):65–82

Cameron T (1992) Combining contingent valuation and travel cost data for the valuation of nonmarket goods.
Land Econ 68(3):302–317

Choi A, Papandrea F, Bennett J (2007) Assessing cultural values: developing an attitudinal scale. J Cult Econ
31(4):311–335

Colombo S, Hanley N (2007) Modelling preference heterogeneity in stated choice data for environmental
goods: a comparison of random parameter, covariance heterogeneity and latent class logit models. EA-
ERE Annual Conference, Thessalonica, Greece, pp 27–30

Cunha-e-Sá M, Madureira L, Nunes L, and Otrachshenko V (2010) Protesting or justifying? A latent-class
model for contingent valuation with attitudinal data. Working paper

123

http://dx.doi.org/10.1007/s10640-006-9054-7
http://dx.doi.org/10.1007/s10640-006-9054-7


A Joint Latent-Class Model 109

Dempster A, Laird N, Rubin D (1977) Maximum likelihood from incomplete observations. J R Stat Soc Ser
B 39:1–38

Dupont D (2004) Do children matter? An examination of gender difference in environmental valuation. Ecol
Econ 49:273–286

Eid M, Langeheine R, Diener E (2003) Comparing typological structures across cultures by multigroup latent
class analysis - a primer. J Cross Cult Psychol 34(2):195–210

Formann A (2003) Latent class model diagnostics—a review and some proposals. Comput Stat Data Anal
41:549–559

GAUSS (2000) Manual. Aptech Systems Inc, Maple Valley, WA
Greene W, Hensher D (2003) A latent class model for discrete choice analysis: contrasts with mixed logit.

Transp Res B Methodol 37(8):681–698
Hensher D, Bradley M (1993) Using stated response choice data to enrich revealed preference discrete choice

models. Market Lett 4(2):139–151
Hurvich M, Tsai C (1989) Regression and time series model selection in small samples. Biometrika 76(2):297–

307
Johnson R, Swallow S, Bauer D, Anderson C (2003) Resource economics review. Agric Resour Econ Rev

32(1):65–82
Kemperman A, Timmermans H (2006) Preferences, benefits, and park visits: a latent class segmentation anal-

ysis. Tour Anal 11(4):221–230
Kritzberg D, Morey E (2008) It’s not where you do it, but who you do it with? A companion and their relative

ability as characteristics in site-specific recreational demand models. Working Paper
Lynne G and Rola L (1988) Improving attitude-behavior prediction models with economic variables: farmer

actions toward soil conservation. J Soc Psychol 24(1)
Maydeu-Olivares A, Joe H (2005) Limited-and full-information estimation and goodness-of-fit testing in [2.

Sup. N] contingency tables: a unified framework. J Am Stat Assoc 100(471):1009–1021
McCutcheon A (1987) Sexual morality, pro-life values, and attitudes toward abortion - a simultaneous latent

structure analysis for 1978-1983. Sociol Methods Res 16(2):256–275
McFadden D (1986) The choice theory approach to market research. Marketing Science 5(4):275–297
Morey E, Thacher J, Breffle W (2006) Using angler characteristics and attitudinal data to identify environ-

mental preference classes: a latent-class model. Environ Resour Econ 34(1):91–115
Morey E, Thiene M, De Salvo M, Signorello G (2008) Using attitudinal data to identify latent classes that

vary in their preference for landscape preservation. Ecol Econ 68(1–2):536–546
Morikawa T, Ben-Akiva M, McFadden D (2002) Discrete choice models incorporating revealed preference

and psychometric data. In: PH F, Montgomery A (eds) Economic models in marketing, vol 16. Elsevier
Science, Oxford

Owen A, Videras J (2007) Culture and public goods: the case of religion and the voluntary provision of
environmental quality. J Environ Econ Manag 54(2):162–180

Patunru A, Braden J, and Chattopadhyay S (2007) Who cares about environmental stigmas and does it matter?
A latent segmentation analysis of stated preferences for real estate. Am J Agric Econ 1–15. doi:10.1111/
j.1467-8276.2007.00988

Provencher B, Baerenklau K, Bishop R (2002) A finite mixture logit model of recreational angling with serially
correlated random utility. Am J Agric Econ 84(4):1066–1075

R Development Core Team (2005) R: a language and environment for statistical computing. R Foundation for
Statistical Computing, Vienna, Austria. http://www.R-project.org

Reiser M and Lin Y (1999) A goodness of fit test for the latent class model when expected frequencies are
small. Sociol Methodol 81–111

Scarpa R, Thiene M (2005) Destination choice models for rock-climbing in the North-East Alps: a latent-class
approach investigating intensity of preferences. Land Econ 81(3):426–444

Scarpa R, Willis K, Acutt M (2005) Individual-specific welfare measures for public goods: a latent class
approach to residential customers of Yorkshire water. In: Koundouri (ed) Econometrics informing natural
resource management. Edward Elgar Publisher, Aldershot

Schwarz G (1978) Estimating the dimension of a model. Ann Stat 6:461–464
Smith V (2009) Personal communication on combining data types. personal email
Swait J, Sweeney J (2000) Perceived value and its impact on choice behavior in a retail setting. J Retail Consum

Services 7(2):77–88
Thacher J, Morey E, Craighead E (2005) Using patient characteristics and attitudinal data to identify treatment

preference groups: a latent-class model. Depress Anxiety 21(2):47–54
Timmins C, Murdock J (2007) A revealed preference approach to the measurement of congestion in travel

cost models. J Environ Econ Manag 53:230–249
Train K (2003) Discrete choice methods with simulation, 1st edn.. Cambridge University Press, Cambridge

123

http://dx.doi.org/10.1111/j.1467-8276.2007.00988
http://dx.doi.org/10.1111/j.1467-8276.2007.00988
http://www.R-project.org


110 W. S. Breffle et al.

Vermunt J, Magidson J (2003) Latent GOLD choice. Statistical Innovations, Belmont
Vermunt J, Magidson J (2005) Latent GOLD. Statistical Innovations, Belmont
Ward K, Stedman R, Luloff A, Shortle J, Finley J (2008) Categorizing deer hunters by typologies useful to

game managers: A latent-class model. Soc Nat Resour 21(3):215–229
Wedel M, Kamakura W (2000) Market segmentation: conceptual and methodological foundations, second

edition. Kluwer, Boston
Yang CC, Yang CC (2007) Separating latent classes by information criteria. J Classif 24:183–203

123


	A Joint Latent-Class Model: Combining Likert-Scale Preference Statements With Choice Data to Harvest Preference Heterogeneity
	Abstract
	1 Introduction
	2 Green Bay Application
	3 The Latent-Class Joint Model
	3.1 Special Cases of the Joint Model
	3.1.1 Latent-Class Choice-Only Model
	3.1.2 Latent-Class Preference-Statement Model
	3.1.3 Relationship Between the Three Models

	3.2 Comparison to the Literature
	3.2.1 Approaches to Combining Choice and Preference-Statement Data
	3.2.2 Motivations for Combining Multiple Sources of Data


	4 Methods
	4.1 Estimation Methods
	4.2 Identifying the Number of Classes

	5 Results
	5.1 Number of Classes and Fit
	5.2 The Four-Class Model
	5.2.1 The Joint Model
	5.2.2 Comparison with the Choice-Only Model


	6 Benefits of the Joint Model
	7 Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


